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 An increased interest on modularization

 Obtain the necessary knowledge

 Reuse, scalability, maintenance
 The increasing awareness of the benefits of 

ontologies in open and weakly structured 
environments – creation of ontologies for real 
world domains – complex domains (medicine) 
contain thousands of concepts – new issues  



 Maintenance 
 Large onotologies cannot be created and maintained by a single 

person
 Requires team of experts from different organizations

 Publication
 Large ontologies are created to provide a standard model of the 

domain
 Interest on a specific part of the overall domain

 Validation
 The nature ontologies require a high degree of quality of the 

respective model
 Validation by different experts – large ontologies – difficult to 

understand
 Processing
 On a technical level – large ontologies – scalability problems



 Allows to understand a large ontology as a 
set of smaller parts – modules – the 
decomposition process

 Another view – composition process –
connection of smaller parts to a larger 
ontology



 Scalability – two views

 Scalability for a search knowledge

 Scalability for an evolution and maintenance

 Understandability

 Size of ontologies

 Users of ontologies – human or an intelligent agent

 Presentation form

 Reuse

 Reuse of already generated modules



 Module
 reusable component, which is self-contained, bears a 

relationship to other modules
 Is self-contained without references to other concepts
 As an object representing minimum set of axioms, 

which makes sense
 Mi(O) – a set of axioms, Sig(Mi(O)) ⊆ Sig(O)

▪ Partition of ontology to set of modules {M1,…,Mk}

 O = (C,R)  →  OM = (CM, RM)
CM ≠⊘∧CM ⊆C

RM⊆ R
OM⊆O



 Key question – assignment of concepts to modules
 Module – information about a subtopic – can stand for 

itself – concepts within module are semantically 
connected

 The resulting module – weighted graph G=(C,D,w)
 Dependencies 
 Reflected in definitions of O

 Implied by the intuitive understanding of concepts and a 
background knowledge about domain

 Different structures
▪ Subclass relations between classes

▪ Other relations (range, domain restrictions …)



 Decomposition of larger ontologies to smaller 
modules

 Consists of three steps
1. Create ontology graph known as weighted or 

dependency – two tasks
▪ Extraction ontology source file

▪ Determine strength of relations

2. Identification of modules
▪ Determine concept Island

3. Optimization of partition
▪ Assign isolated concepts



 Create semantic network in which concepts 
are represented by nodes

 relations between concepts 
 On the following figure – class hierarchy 

graph of the part of UMLS semantic network





 developed by the US National Library of Medicine 
(1986)

 integrates over 2 million names for some 900 000 
concepts from more than 60 families of biomedical 
vocabularies

 Three parts
1. Metathesaurus

▪ Organized by meaning, it doesn´t create ontology itself

2. Semantic network
▪ Provides semantic relationships among concepts

3. Special Lexicon
▪ contains syntactic, morphological and orthographic dictionary



 The structure of dependency graph is used to 
determine strength among concepts (nodes)

 Using social network theory by computing 
the proportional strength

 pij of a connection between a node ci and cj –
importance of a link from one node to other 
based on the number of connections a node 
has



 Four nodes A, B, C, D
 A → B , ps = 1

 A has one connection (B)

 B → A , ps = 0.33

 B has three connections 
(A,C,D)

Therefore an assymetric 
connection among
concepts







 Using the algorithm to compute all maximal 
Line Islands

 One Island represents One Module
 A set of vertices I ⊆C is a Line Island in 

dependency graph G=(C,D,w) if and only if 
existing connected subgraph and lines inside the 
subgraph are more strongly related among them 
than with neighboring vertices – Maximal
Spanning tree T – his weight is bigger than the 
weight of every other spanning tree

 It is necessary to determine the upper and lower 
bound – size of module

⊆



 Napr:
 {a,b,c,d,e,f} – is not LI („Line Island“) - PS between c a d is 0.33 but 

between g a d 0.5, PS is bigger 
 {g,h} – is LI – maximal value of an input and output connection is 0.5 but 

this isn’t the maximal spanning tree
 {d,e,f,g,h} - LI with the maximal spanning tree





 3. Chemical
 5. Organic chemical
 8. Biologically 

Active Substance



 4. Anatomical Structure
 6. Vertebrate
 7. Organism
 10. Fully Formed Anatomical Structure



 1. Idea or Concept
 2. Entity
 9. Group



 Islands α(c)=i
 If α(c)=0 - concept can be assigned to any 

module
 this situation may happen when nodes 

cannot be assigned to islands – these 
concepts are known as isolated (unassigned) 
concepts



 4 nodes related  
with Organizations

 4 nodes related with
Manufactured Object

 2 nodes related with 
Animal and 
Invertebrate



 Leftover nodes can occur in different places 
in the graph

 Isolated nodes are assigned to other nodes –
the assignement is based on the strength of  
relations to nodes, that are already assigned 
to an existing module – the nodes are 
assigned to the Island of a neighboring node 
which has the strongest relations among all 
neighboring nodes around the isolated nodes



 C3 → C8 ... 0.33  0.5 = 
0.85

 C4 → C8 ... 0.25  0.5 = 
0.75



 4 nodes related  with Organizations are assigned to module 2
 4 nodes related with Manufactured Object are assigned to module 

2 too



 2 nodes related with Animal and Invertebrate are 
assigned to module 6

 calculation:

 0.167+0.33 > 0.125+0.33



 Main problem - necessary to determine the 
size of modules (upper and lower limit) – bad 
choice of the bound leads to high number of 
unassigned nodes – after the assignement 
leftover nodes – quite large modules with 
little internal coherence 

 Iterative algorithm can eliminate this issue



 Idea – is not to prescribe the size of modules
 To set the lower bound to 1 and the upper to s-1, 

s – size of  the complete ontology
 Choosing a limit that is just one below the size of 

complete ontology does not further restrict the 
selection of islands – this way – the most natural 
grouping of concepts

 But – it can happen that nodes cannot be 
assigned to Islands

 the result – Islands differ in size, often large 
modules that cover most of the ontology –
therefore - iteratively apply the algorithm



 The first step – to determine the upper limit 
of 20 for the size of modules

 The module is relatively small therefore the 
algorithm only needs three iterations



 The algorithm generates only four modules
 Three of them are smaller than determined limit 

(20)
 Modules
 Biological active substance
 Idea or Concept
 Different Age Group
 Leftover part of ontology represents large module 

 Module Biological active substance could be included in 
a larger module

 The other two contain concepts that are related and sufficiently 
different from other concepts 





 After removing the modules found in the first 
step, the algorithm generates new module 
Organism





 produces a partition of the remaining concepts 
into Islands – all of the required size – ending the 
iteration

 Result – seven modules
 Entity
 Organization
 Device
 Anatomical Structure
 Fully Formed Anatomical Structure
 Substance
 Organic Chemical





 Most of these modules make sense
 Only two modules are arguable

 Separation of Fully Formed Anatomical Structures 
from Anatomical Structures

 Separation of Organic Chemical from Substance



 Algorithm generates modules, that fulfill our 
expectations to a certain extent

 Sometimes subtrees, that could be 
considered to form one module are further 
split, even if subtree does not exceed the 
upper size limit

 In spite of the fact that iterative algorithm 
doesn’t require determination of the upper 
limit of module, generated modules may      
become too small to reflect the real world



 The aim 

 Elimination of possible mistakes

 Optimization of algorithm of decomposition 
method
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