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4ft-Hypotheses

● Output of 4ft-Miner (module of LISp-Miner)
● General association rules:

Ant ~ Succ / Cond:

– Ant, Succ, Cond
– literals, several types of coefficients
– several types of quantifiers
– ...



4ft-Hypotheses - Description

● Literal/attribute (in all cedents)
● Quantitative characteristics

– Confidence, support, average difference,... 



4ft-Hypotheses – Current Handling

● Sorting
● Filter (and group)
● Importance of literal
● Hypotheses to text report



Clustering Association Rules
● H. Toivonen, M. Klemettinen, P. Ronkainen, K. Hatonen, 

H. Mannila: Pruning and Grouping Association Rules

● G. Dong, J. Li: Interestingness of Discovered Association

Rules in terms of Neighborhood-Based Unexpectedness

● B. Lent, A. Swami, J. Widom: Clustering Association Rules



Toivonen, Mannila: Pruning... 

● A1 ~> 
0.9; 0.2

 S1 

● A1 and A2 ~> 
0.9; 0.1

 S1 (pruned as redundant)

● Clustering of rules:
– distance based on covered data rows



Prime Hypotheses

● Output of 4ft-Miner
– examples:

– 1. A1(m) ~>
0,9;20

 S1(n) and S2(o,p,q,r)

– 2. A1(m) ~>
0,9;20

 S1(n) and S2(o,p)



Dong, Li: Neighborhood...

● Syntax-based distance
● Neighborhoods
● Interesting rules with unexpected confidence



Lent: Clustering Association...



New approach  

to postprocessing of hypotheses



Postprocessing 4ft-Hypotheses

● No information about the set of discovered 

rules:
– correlations, above average, confidence

(implications),...
– literals in cedents
– which/how many rows of data are affected
– which/how many rows of data are not affected



Postprocessing 4ft-Hypotheses

● Methodology
– literal/attribute „document“ clustering
– quantitative characteristics clustering

(i.e. two independent clustering)
– raw (analysed) data „covered“ by clusters
– results evaluation (new 4ft mining 

task - metalearning,...)



Literal/Attribute Document Clustering

● Output of 4ft-Miner translation into set 

of documents
● Attributes (or attributes&categories) are

the key-words
● Document clustering
● Output: clusters of similar hypotheses



Hypotheses as Documents (1/2)
● 1 DIAST1 SYST1 AKTPOZAM ALKOHOL CUKR PIVOMN
● 2 DIAST1 SYST1 AKTPOZAM ALKOHOL CUKR IM PIVOMN
● 3 DIAST1 SYST1 AKTPOZAM ALKOHOL CUKR DIABET PIVOMN
● 4 DIAST1 SYST1 AKTPOZAM ALKOHOL CUKR PIVOMN
● 5 … 



Hypotheses as Documents (2/2)
● 1 AKTPOZAMx1 AKTPOZAM ALKOHOLx2 ALKOHOL 

CUKRx0 CUKR CUKRx1 CUKRx2 CUKRx3 CUKRx4 

PIVOMNx2 PIVOMN DIAST1x95-100 DIAST1 

DIAST1x100-105 DIAST1x105-110 SYST1x130-135 SYST1 

SYST1x135-140 SYST1x140-145 SYST1x145-150
● 2 AKTPOZAMx1 AKTPOZAM ALKOHOLx2 ALKOHOL 

CUKRx0 CUKR CUKRx3 CUKRx2 CUKRx1 CUKRx4 

IMx2 IM PIVOMNx2 PIVOMN DIAST1x95-100 DIAST1 

DIAST1x100-105 DIAST1x105-110 SYST1x130-135 SYST1 

SYST1x135-140 SYST1x140-145 SYST1x145-150
● 3 … 



Literal/Attribute Document Clustering

● How many clusters we want to get?

● How many attributes we used in 4ft-Task?

x attributes, then: max x/4 clusters?





Quantitative Characteristics Clustering (1/2)

● Each hypothesis is described by tuple:
<Confidence, Support, ...>

● Do not use Chi-square, Fisher... for

clustering
● Normalise before clustering
● Output: clusters of hypotheses with similar

quantitative characteristics



Quantitative Characteristics Clustering (2/2)

● How many clusters we want to get?

● What is the interpretation of quantitative

characteristics we used for clustering?
– implicetion, correlation, what else (WRAcc...)?

● max 12 clusters?



Data Covered By Clusters
● Two types of clusters of hypotheses

– Literal/attribute-clusters
– Quantitative-characteristics-clusters

● Which rows of data are/are not covered by

which clusters?
● Attribute A1: empirical distribution of

values: which values are/are not covered

by which clusters?



Experiment Results

● Mining 4ft-hypotheses in STULONG Entry

data set
● 756 hypotheses clustering

– as 756 documents
– as 756 tuples of quantitative characteristics

● Clusters evaluation
– 48 cluster intersections



Postprocessing 4ft-Hypotheses (1/2)

● Normalization of quantitative characteristics
● Clustering of 4ft-rules

(quantitative characteristics)
● Transformation 4ft-rules into documents
● Clustering of documents



Postprocessing 4ft-Hypotheses (2/2)

● Clusters intersections
● Transformation 4ft-rules into SQL-query:

– which rows are affected by 4ft-rule
● Integration results & delivery to user

– Each hypotheses is in one cluster intersection
– One row of data can be covered by one or

more hypotheses from one or more clusters

intersections











Future Work
● Which rows of data are/are not covered by

which clusters?
– Already done, but not presented today
– How to present to user (user-friendly)?

● Empirical distribution of attribute values: 

which values are/are not covered

by which clusters?



Discussion




