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Recommender Systems: Quick Intro
• Software systems providing suggestions for items to be of use to a user

• Based on her past behavior (item purchases, ratings with stars, views…)

• Based on behavior of other users of the system

Collaborative Filtering

• Most prominent family of algorithms in Recommender Systems

• Analyses purchase/rating history in the whole userbase, 
recommends items liked by similar users

Content-based Recommendation

• Uses meta-data about users/items in the system

• Attempts to recommend items similar to those liked by the
user in the past



Collaborative
Filtering

• Set of users 𝑈 = 𝑢1, … , 𝑢𝑚 ,

• Set of items 𝐼 = 𝑖1, … , 𝑖𝑛 ,

• Set of ratings 𝑅 = 𝑟1, … , 𝑟𝑘
• 𝑟𝑖 ∈ 𝑈 × 𝐼 × ℝ (explicit ratings) or
• 𝑟𝑖 ∈ 𝑈 × 𝐼 × 0,1 (implicit

ratings)

• Target user 𝑢𝑥 ∈ 𝑈

INPUT
• Top-N recommendations

• Set 𝑖1
𝑟𝑒𝑐, … , 𝑖𝑁

𝑟𝑒𝑐 ⊂ 𝐼 of
items that the user will
most likely to appreciate

• Rating predictions
• Predict ratings of unknown

couples from 𝑈 × 𝐼
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Our Research

I. Multi-Objective Optimization

II. Matrix-Based Algorithms
• User-based k-Nearest Neighbors
• Item-based k-Nearest Neighbors
• Matrix Factorization

• Trade-offs between the accuracy and the
diversity of items being recommender

III. Rule-Based and Graph-based Algorithms

• Association Rules
• Sequential Patterns



Split Validation of a Recommender System

• To validate the Recommender, one may divide the users into:

• Training set, which is fully
submitted to the Recommender

• Testing set, submitted only
partially and used to evaluate
the Recommender

Training set

Testing set

All items

Tr
ai

n
u

se
rs

, 
e.

g.
 8

0
 %

Te
st

 u
se

rs
, 

e.
g.

 2
0

 %



• From the training set, all the items are submitted to the system

• From the testing set, for each user, the set of ratings in divided into:
• Observation subset – the ratings/purchases submitted to the system

• Testing subset – the ratings/purchases used to evaluate the system

Training set Recommender

Testing set

Observation Testing

Split Validation of a Recommender System



Our Research: Multi-Objective Optimization

k-Nearest Neighbors Association Rules



Our Research: Model Ensembles



Our Research: Bestseller Penalization (MovieLens1M)



Our Research: Bestseller Penalization (MovieLens10M)



Our Research: Bestseller Penalization (Libimseti.cz)



Business Impact?

isthereanydeal.com



Live demo: Visualizing Association Rules





Recommendation API

• Recommendation as a cloud service

• Domain-independent
• IPTV, VoD, Eshops, Cultural events, Sport facilities…

• Fast and scalable implementation of CF algorithms
• Parallel Association Rules

• Parallel k-NN

• Parallel Matrix Factorization

• Real-time model updates

• Adjusting recommendation to fit business needs
• Filtering, Boosting



Live demo: Boosting and Filtering

https://modgen.net:8766/goout/

https://modgen.net:8766/goout/


Parallel Computing Challanges in Recommender Systems

Sample problems

• Online Recommender Systems must satisfy many tough requirements:
• Handling click-streams of millions of users in real-time

• 100 ms to build recommendations based on database of 1.000.000 users?

• Datasets for online portals are as large as 250 GB of compressed rating data!

Find Nearest Neighbors

Given vector 𝑢 ∈ ℝ𝑛 and set 𝑈 = 𝑢′1, … , 𝑢′𝑚 , 
find subset of 𝑘 vectors from 𝑈 which are most 
similar to 𝑢

• for 𝑛,𝑚 = 106 or even more (Youtube, last.fm)

• within small, fixed amount of time (several 10s of milliseconds?)

Find Frequent Itemsets
Given sets 𝐼 = 𝑖1, … , 𝑖𝑛 and 𝑈 = 𝑢1, … , 𝑢𝑚 , 
𝑢𝑖 ⊆ 𝐼, find set 𝑋 ⊆ 2𝐼 such that 𝑥 ∈ 𝑋 iff

𝑢∈𝑈|𝑥⊆𝑢

𝐼
≥ 𝑠𝑚𝑖𝑛

for some 𝑠𝑚𝑖𝑛 ∈ 0,1



Parallel Computing: Modgen Architecture



Thank you for your attention!

Ing. Tomáš Řehořek
tomas.rehorek@modgen.net

mailto:tomas.rehorek@modgen.net

