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Introduction

- the problem of disinformation has been escalating in recent years (the
controversies surrounding the US elections, covid-19, and now the war
in Ukraine).

Disinformation crisis (global) ‘ :
Fact-checking
Disinformation spread

- thanks to the international Cimple project for scientific and financial support on this work

(CIMPLE | CHIST-ERA (chistera.eu))



https://www.chistera.eu/projects/cimple

Claim: 15 days left to vote BUT if you are voting by mail, you need to vote TODAY. USPS says it needs a 14 day roundtrip to be counted on election day.

Ruling comments: The United States is expected to break records for voting by mail this year and that’s creating a deluge of claims on social media about
deadlines. Some are accurate, some are not." 15 days left to vote BUT if vou are voting by mail, yvou need to vote TODAY," reads one popular Instagram
post. "USPS says it needs a 14 day roundtrip to be counted on election day.” reads. This post was flagged as part of Facebook’s efforts to combat false news
and misinformation on its News Feed.(Read more about our partnership with Facebook.) The post is a screenshot of an Oct. 19 tweet by singer-songwriter
Finneas Baird O’ Connell, brother of singer Billie Eilish. Finneas”™ Twitter profile photo is of the Biden/Harris campaign logo, but he has no official role with
the campaign. The post wrongly creates the impression that there is a national deadline to vote by mail. It's also a confusing message: the first sentence says
voters must send it mail ballots 15 days ahead of time while the second sentence says the post office needs a 14-day roundtrip, suggesting that a voter can
mail it in seven days ahead of time.

Here’s what you should know:

The Postal Service did recommend in a national postcard in September that voters request the mail-in ballot at least 15 days before Election Day, Nov. 3, and
return it at least seven days before Election Day. But this Instagram post omits the fact that states set their own laws about deadlines for receiving mail ballots.
What's more, many states have options for voters to bypass the mail to return their ballots in an official ballot drop box or drop off site. Since the deadlines to
return mail ballots vary by state, the best advice for voters is to check in with their local elections officials for information about when they must return their
ballot, and their options for how to return it. Also, some states are automatically sending ballots to voters and therefore they don’t have to request them. A

spokesperson for the post office reiterated their previous advice, but also encouraged voters to check their state’s requirements.

Justification: An Instagram post states "15 days left to vote BUT if you are voting by mail, you need to vote TODAY. USPS says it needs a 14 day roundtrip
to be counted on election day. The post is unclear and omits important context. USPS said in a postcard in September that voters who want to have their
ballots counted in the Nowv. 3 general election should request the mail-in ballot at least 15 days before Election Day and return it at least seven days before
Election Day. But states set deadlines for receiving mail ballots, and many jurisdictions allow voters to bypass the mail and return ballots in official ballot
drop boxes or drop off sites. It’s a good idea to return a ballot as soon as you can, but if you want to know the actual deadline for your state, check in with

your state or local elections office. If you want to find out if your city or county has a place where yvou can drop it off, check in with your local elections office
which typically posts that information on their website. We-rate-thisstatement HaldE True.

Veracity: Half-True

EXAMPLE OF

A FACT-CHECKING REPORT
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EXTRACTIVE SUMMARIZATION
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Text normalization

Sentence: Some are accurate, some are not.



Text normalization

Sentence: Some are accurate, some are not.

mwonmn on

Tokens: ["Some", "are", "accurate", ".", "some", "are
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Text normalization

Sentence: Some are accurate, some are not.

Tokens: ["Some", "are", "accurate", ".", "some", "are". "not", "."|

(44

NLP classification:  Stop-words

Ssome®, be®, .not*

Punctuation o

e b -

Significant word = ,accurate



Text normalization

Sentence: Some are accurate, some are not.

Tokens: ["Some", "are", "accurate", ".", "some", "are". "not", "."|

(44

NLP classification:  Stop-words

Ssome®, be®, .not*

Punctuation o

e b -

Significant word = ,accurate

Final tokens: | "accurate" |
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Ruling Comments Order Sentence Sentence vector
1 The United States 1s expected to ... [ty 1. w1 2., W1 Rl
The United States i1s expected to 2 Some are accurate, some are not. [two1. w22, ..., W2 4]
break records for voting mail this 3
yvear and that’s creating a deluge of -
claims on social media about 5
deadlines. Some are accurate, 6
some are not. 15 days left to vote 7
BUT if you are voting mail, you 8 Finneas’ Twitter profile photo is of ... [wg 1, wsa, ..., ws.,]
need to vote TODAY, reads one 9
popular Instagram post. USPS 10
says it needs a 14 day roundtrip to 11
be counted on election day. reads. 12
This post was flagged as part of 13
Facebook’s efforts to combat false 14
news and ... 15 RELATED: Fact-checking the ... [ti51, w152, - - . . W15 2]
16 A spokesperson for the post office ... [, w162, - - - . W16 2]

Vectorization of sentences




1. Bag of words

s1 : Some are accurate, some are not.
So : Some are accurate.

S3 : Some are not.



1. Bag of words

SOIE dI'c accurate not

S1 : Some are accurate, some are not. S1 2 2 1 l

so : Some are accurate. S2 | 1 I 0

s3 : Some are not. °3



2. TF-IDF

TF — IDF(v,s) = TF(v,s) x IDF(v, R)

TF(v,s) = number of occurrences of word v in sentence s

R
IDF(v, R) = log (|{q e I|E:|‘L-' € ""w}|)

where : R =report (ruling comments)
v = word
s = sentence of report



2. TF-IDF

51 - Some are accurate, some are not.
TF — IDF(v,s) = TF(v,s) x IDF(v, R)

So : Some are accurate.

TF(v,s) = number of occurrences of word v in sentence s

S3 : Some are not.

R
IDF(v, R) = log (|{q e I|E:|‘L-' € ""w}|)

where : R =report (ruling comments)
v = word
s = sentence of report



2. TF-IDF

51 - Some are accurate, some are not.
TF — IDF(v,s) = TF(v,s) x IDF(v, R)

So : Some are accurate.

TF(v,s) = number of occurrences of word v in sentence s

S3 : Some are not.

||
IDF(v, R) = log (H‘; R ove -:,}|)
sS0Inc dAre accurate not
S1 0 0 0.30 (.30
where : R =report (ruling comments)
o word So 0 0 0.30 0
s = sentence of report S () 0 0 0.30)

Table 3: TD-1DF weights



One-hot encoded vector

Vocabulary = {some, are, accurate, not}

some =11, 0, 0, O]
are=1[0, 1, 0, O]
accurate =10, 0, 1, O]
not =10, 0, O, 1]



2. Word2vec - single neuron

Hint: Dot product of two vectors

- random weight (parameters or numbers) (A A, A, ][B
BY
B

‘ =AB,+A B +A,B,= AB

z



2. Word2vec — three layers neural network

[Input layer Hidden layer Qutput layer * one word as an input
* one word as an output

X 1O Q¥ * two weight matrix
X o Of¥:
X3 '

L? hlo ID ¥s

> R >
X O I o Ol ¥,
Wea= Wi oo Wi e=iw'}




2. Word2vec — CROW

K Ik

Aoag

Input laver

Hidden lave

Output laver

R-dim

C words as an input
one word as an output
two weight matrix



3. Doc2vec

Input layer

Output layver

R-dim

C words as an input
Sentence as an input
one word as an output
three weight matrix



4. BERT - Attention

 BERT= Bidirectional Encoder Representations from Transformers
* Attention = “How relevant is a token to others token and to itself”
* The darkness of the line determines the value of attention

some some some some

accurate accurate accurate accurate
some some some some
not not not not

Attention to first token ,.some* Attention to second token ,.some*



4. BERT - Representation

L W i W il W il Y d M e i Ty L i Ty
Input sy || my || deg is cute || [SEP) he [ likes ][ play ] ##ing ] (SEP)
Token
Embeﬂ.mngg E[ClE] - ¥ Eﬂ::-u = E-.u‘.c = SEF) Ehr EI s play E'- ng E SEF|
-+ -+ -+ -+ -+ -+ -+ -+ -+ -+ -+
Segment
Embeddings EA EA EA EA EA EA EB EB EB EB EE
- - - -+ - L -+ L -+ -* e
Position
Embeddings Eﬂ EI Ez EJ E4 ES Eﬁ E! EB E'} EHJ

» vocabulary of 30 000 tokens (Wordpiece tokenization)
* two segment embeddings
* 512 token embeddings (after 512 token length, input is truncated)



4. BERT - architecture
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Pre-training Fine-Tuning

e model with much more advanced architecture

compared to doc2vec

* trained on prediction of next sentence and

prediction of masked word

* fine-tuning entails retraining all parametres end-

to-end



4. SENTENCE BERT

Much faster to fine-tune than BERT

Using siamese network (same neural network is shared)

Ideal for task of textual similarity

e cosine similarity:

w- =z

e[ ]=]]

e universal sentence encoders
e baseline BERT:

e vector of CLS token

e mean pooling of all tokens in sentences
e elmo

d(u,z) =cos(u,z)=



4. Fine-tuning of SENTENCE BERT

We focus only on Triplet Loss Objective Function in our work for fine-tuning using:

max (d (8, — 8,) —d (8, — 8,) +¢€.0)

Three types of inputs: anchor sentence, positive sentence, negative sentence

Each sentence vector comes from same Siamese network

We maximize distance between anchor and negative, but minimize distance between
anchor and positive




4. Fine-tuning process of SENTENCE BERT

max (d (s,

ol Sp) I (I(Su — SH) + F())

d(8, —

Sn)

Pooling

BERT

[CLS] Some are being accurate [SEP]

Positive sentence

Pooling

BERT

[CLS] Some are accurate [SEP]

Anchor sentence

Pooling

v

BERT

[CLS] Some are not accurate [SEP]

Negative sentence




G . _ Target
ource Pre-processing Post-processing S
Document | =t

EXt a Ct IVE Creating a Extraction of
: . Representation High-Scored |:
: of Text Sentences

automatic

summarization- ;\L—/ HF—/
Sentence Score o
:_. coring ot sentence .




121

Local Outlier Factor (LOF)  ++ -

0.8

Density based outlier detection

Each object (sentence) is assigned a local
outlier factor

Object that have substantially lower 0. | l ' .' 3
density than their neighbors have high LOF

Source: [PDF] A Local Density-Based Approach for Local Outlier Detection | Semantic Scholar



https://www.semanticscholar.org/paper/A-Local-Density-Based-Approach-for-Local-Outlier-Tang-He/39348e3bf45d224882ccffe538e3066bfe768dc5

Ruling Comments Order Sentence Sentence vector
1 The United States i1s expected to ... [y, w19,..., w1 ,]
The United States is expected to 2 Some are accurate, some are not. [wo1,wa9, ..., wan]
break records for voting mail this 3
year and that’s creating a deluge of 4
claims on social media about S
deadlines. Some are accurate, 6
some are not. 15 days left to vote 7
BUT if you are voting mail, you 3 Finneas’™ Twitter profile photo 1s of ... [wsg 1, wgo, ..., ws,]
need to vote TODAY., reads one 9
popular Instagram post. USPS 10
says 1t needs a 14 day roundtrip to 11
be counted on election day. reads. 12
This post was flagged as part of 13
Facebook’s efforts to combat false 14
news and ... 15 RELATED: Fact-checking the ... [t51. w159, ..., W50l
16 A spokesperson for the post office ... [tn61, w62, - - ., WG]

Reminder of the report : LOF on sentence vectors




1. LOF + SENTENCE BERT
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2. LOF + TF-IDF
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3. LOF + Doc2Vec
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ABSTRACTIVE SUMMARIZATION



"translate English to German: That is good.”

“Das ist gut.”

course is jumping well.”

[ “cola sentence: The

“not acceptable”

“stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

“summarize: state authorities
dispatched emergency crews tuesday to
survey the damage after an onslaught

of severe weather in mississippi.”

"six people hospitalized after
a storm in attala county.”

* trained on clear data

created C4 dataset

* encoder-decoder system

natural language generation model

for generating a summary, it uses the prefix “summarize:”
* model fine-tuned on pairs (long text + summary)

* we use it as a black-box

Unified text to text
transformer (T5)



THE PROPOSED PROCEDURE



Proposed hybrid summarization process

Ruling

Comments

Pre-processing and

Splitting into Sentences

pair

Justification

Pre-processing

Triplets
extraction

Morphodita

lemmatizer

Morphodita

lemmatizer

Fine-tuning of
SENTENCE BERT

Fine-tuned model

vectorization

Removal of sentences

or

TE-1DF vectorization

or

DOC2VEC vectorization

[

LOF of

sentences

<

Remove

sentences

<

Concatenate

sentences

&,
-

Sﬂ o % jpl'"
iy

¥

A

} |

T5 abstractive summarization

Fine-tuning

)

Generation

1y

Rouge testing

>




[1] Input: RC + {RC[1],... . RC[k]}, SM « {SM[1],... RC|k|}, t= £
[2] Output: TRIPLETS « | I'J'-HPLET'E“: ..... I'R.FPLETS[!‘ - .1.}
[3)1for i +— 1 tok do

[ 4] AMVEC — @

[5] RCSPLIT + @

(6] SVEC 0

[ 7] POS — @

[B] NEGATIVE «

[9] OS5 — 0

0] 1

[11] SMVEC + sbert(SM|[i]) // vectorize i-th summary

[12] RCSPLIT + split( RC'|i]) // split i-th report into sentences
[13] n+« |RCSPLIT

[14] for j «+— 1 ton do

[15] SVEC[j] + sbert(RCSPLIT|[j])// wectorize j-th sentence in i-th
report

[158] COS[j] +— d{SVEC|j|, SMVEC) // calculate cosine distance
between j-th sentence in i-th report and i-th summary

Triplets extraction [

[18] RCSPLIT 4o5e + orderdese{ RCSPLIT, C'05)// order sentences in i-th

report by cosine similarity

[19] POS — top{ RCSPLIT 400, t) // £ most similar sentences to summary
[20] NEGATIVE «— talll RCSPLIT oo, t) 7/ t© least similar sentences to

SumMmary

[21] foreach anchor € POS do

[22] POSITIVE « @

[23] positive «—

[24] negative +— [

[25] POSITIVE +— POS\ anchor // remove anchor from positives
[26] positive +— random| POSITIVE)

[27] negative «+— random{ NEGATIVE)

[28] TRIPLETS + TRIPLETS | (anchor, positive, negative) // save each

new triplet




[1] Imput: RC «— {RC(1]...., RCE|} pei(D, 1)
(2] Output: ERC « {ERC[1],... ERC[k|}
[3] RCSPLIT «—
[4] BC concatenated +— @
5] ROSPLIT i oF geae
[6] ROSPLIT sorpERdese + 1
[7] ROSPLIT cctracted +— 0
[8] SORDER «— @
9] SVEC «— B
[10] SVEC gose +—
[11] LOF +— 0
[12]for i + 1 to &k do
[13] n+— 0

— @

[14] RCSPLIT[i] «+ split{ RC[¢]) // split i-th report intoc sentences

L]
EXt ra Ct'Ve [15] | n< |RCSPLIT[i]| // get number of sentences
[16 for j «+— 1tondo

[17] SORDER[i][j] «— j

S u m m a rl Zat I O n u S I n g [T’:J End;‘;'i"f:.'('-'|.l'][j: +— vectorize( RCSPLITi][f]) // wectorize j-th sentence

[20] for j +— 1 tondo

[21] LOF[i][f] + LOF yorm(SVEC[i), SVEC[¢][j]) /¥ calculate LOFyugm for
j—-th sentence

[22] end

[22 ] end

[24] ROSPLIT pnFaese +— orderalldese( RCSPLIT, LOF) // order all sentences in
dataset by their LOF yum

[25] ROSPLIT  trpeteq +— deletepercentage| RCSPLIT porgese, p) #7 delete p
percentage of sentences from dataset
[Za]for © «+ 1 to &k do
(271 | RCSPLIT|i|sorpimy.. ¢ orderase( RCSPLIT|(i SORDER]i]) // sort
1

the sentences according to their ordering in the initia

lexrtracted?

report
[28] RC[d]

from sentences

concatenated cunra[l:fﬁr'-‘gp‘r"j?-:'l.:.‘j'(JnrfIJEffrJ'r'.-se'] ff create plain text
29 end

3 r-:. if !{{-'Iev.'rlru!r.'mfr'n.l'l ?: £ then

[31] | break

[32] else

[
[

Ly Lad

1
3

L Lad

| | ERC +— RC uncatenated // Save extractive summary of i-th report

[34)end

L



EXPERIMENTS



T5 transformer is evaluated using ROUGE (english) and
ROUGERAW(Czech)

Two variants ROUGE-N or ROUGE-L

Eva | U at 10N ROUGE-N (or ROUGERAW-N) quantifies amount of overlap between
. generated and reference summaries in terms of N-grams
metrics

ROUGE-L (or ROUGERAW-L) examines the reference and the
generated summaries for the longest subsenquencies

ROUGE-1 (or ROUGERAW-1) , ROUGE-1 (or ROUGERAW-2) , ROUGE-
L (or ROUGERAW-L) were chosen to evaluate the approaches we
suggest




Experimental

framework

petervajdecka02947/MasterThesis2022



https://github.com/petervajdecka02947/MasterThesis2022

Politifact dataset

Split 80/10/10 = 10312/1289/1290 Ruling comments length  Justification length
12891.00 12891.00

793.71 85.51
Dataset scraping from politifact.com: 289.86 42.38

e only pages containing "Our ruling" or "Our Rating" were considered, I 40.00 2.00
ensuring that the justification was manually created 529 00 52 00

e then characters like ,\n“ or ,\t“ were removed for text fluency,
e we have removed the html tags, 755.00 80.00
e urls have been removed, 953.00 106.00

e remove all sentences from the justification that contain words related . 2935.00 1121.00
to truthfulness of the claim,

e we have replaced 2 or more spaces with a single space,
e we updated all data from past until 17-th of February 2022.




Czech datasets

Demagog dataset SumeCzech dataset

Split 80/10/10 = 2724/431/431 Training = 77866
Validation = 44567
Testing = 44454
Out of Domain test = 44967

Ruling comments length  Justification length Text length  Headline length

count 3406.00 3406.00 count 211863.00 211863.00
mean 29545 30.26 mean 401.38 8.76

std 179.22 9.92 std 307.25 2.45

min 32.00 4.00 min 99.00 3.00

25% 169.00 23.00 25%  224.00 7.00

50%  253.00 31.00 50% 319.00 9.00

75%  380.00 38.00 75%  473.00 11.00

max  1531.00 95.00 max  13283.00 22.00




Results - Politifact

Politifact.com
Source System Rougel Rouge2 RougeL
Atanasova 2020 Explain-Extractive 35.7 13.51 31.58
(University of Copenhagen) Explain-MT 35.13 12.9 30.93
TextRank 27.74 7.42 23.24
Kazemi 2021
N _ GPT-2 24.01 5.78 21.15
(University of Michigan) .
Biased TextRank 30.90 10.39 26.22
T5 Baseline 38.12 18.90 35.71
SBERT+ LOF+TS (13 % of sentences removed) 38.35 18.88 35.88
Claim + T5 Baseline 39.19 20.56 36.92
CLAIM + SBERT+LOF+TS5 (13 % of sentences removed) 39.45 21.08 37.27
_ CLAIM + SBERT+LOF+T5 (11 % of sentences removed) 39.76 21.37 37.54
Vajdecka 2022
(VSE) CLAIM + SBERT fine-tuned +LOF+T5 (13 % of sentences removed) 40.76 2200 38.36
CLAIM + SBERT fine-tuned +LOF+T5 (11 % of sentences removed) 39.55 20.69 37.11

CLAIM + MORPHODITA + TE-IDF+LOF+T5 (13 % of sentences removed) 39.91 20.62 37.40
CLAIM +MORPHODITA + TF-IDF+LOF+T5 (11 % of sentences removed) 39.86 20.59 37.30
CLAIM + MORPHODITA + DOC2VEC+LOF+T5 (13 % of sentences removed) 38.58 19.62 36.20
CLAIM + MORPHODITA + DOC2VEC+LOF+T5 (11 % of sentences removed) 39.04 20.65 36.70




Results - Demagog

Test set
System ROUGERg 4w -1 ROUGEgaw—2  ROUGERaw 1

P R F P R F P R F
T5 Baseline 3110 1784 2153 1138 654 7.83 2478 1442 17.29
Claim + T5 Baseline 3116 1835 22.08 11.80 6.79 823 2480 14.86 17.73
Claim + SBERT + LOF + T5 (24 % of sentences removed) 3195 17.33 2143 1201 631 7.82 2530 13.85 17.04
Claim + SBERT fine-tuned + LOF + T5 (24 % of sentences removed) 32.73 18.75 22.66 1297 723 882 2629 1511 18.25
Claim + TF-IDF + LOF + T5 (24 % of sentences removed) 3058 1992 23.08 11.70 7.51 874 2403 1582 18.24

Claim + DOC2VEC + LOF + T5 (24 % of sentences removed) 3141 1689 20.82 11.50 6.06 749 2529 13.78 16.89




Results — SumeCzech

Text — Headline

Test set Out-of-domain test set
Source System ROUGEp4qw-1 ROUGEgpaw_-» ROUGEgpsw-r ROUGEgpsqw-1  ROUGEgpaw_-2 ROUGEgpaw_1L
P R F P R F P R F P R F P R F P R F
first 74 135 89 11 22 13 65 117 717 67 136 83 13 28 16 359 120 74
random 59 103 69 05 10 06 52 89 60 352 100 63 06 14 08 46 B89 356
SumeCzech (Straka et al., 2018)
textrank 6.0 165 83 08 23 11 50 138 69 58 169 81 1.1 34 15 50 145 69
tensor2tensor g8 70 75 08 06 07 81 65 70 63 51 355 05 04 04 59 48 351
- Seq2Seq 6.1 141 146 25 21 22 146 128 132 131 118 12 2 1.7 18 121 11 112
Named entities (Marek et al., 2021)
Seq2Seq-NER 162 141 147 25 21 22 147 128 133 137 119 124 2 17 18 126 111 114
, . T5 154 110 125 32 23 26 142 101 115 159 119 132 44 32 36 149 112 124
Peter Vajdecka (only 10 % of training data)
T5-SBERT-LOF 158 114 129 35 25 28 146 106 119 165 124 137 48 35 39 154 116 129

- 16 % of sentences removed from whole dataset with the best model



Politifact —

the best
summaries

Claim

Justification

Automatic summary

Look at the men on this stage.
Collectively, they have lost 10
elections. The only people on
this stage who have won ev-
ery single election that they’ve
been in are the women, Amy

and me.

Warren said, Look at the men on this
stage. Collectively, they have lost 10
elections. The only people on this stage
who have won every single election that
they’ve been in are the women, Amy and
me. We checked the electoral histories
of the candidates on stage and found that

Warren spoke accurately.

Warren said, Collectively, they have lost
10 elections. The only people on this
stage who have won every single election
that they’ve been in are the women, Amy

and me.

Says there have been some job
gains in the McMansion State
since Mr. Christie took office,
but they have lagged gains both
in the nation as a whole and in
New York and Connecticut, the

obvious points of comparison.

In his May 28 column, Krugman claimed
"there have been some job gains in the
McMansion State since Mr. Christie took
office, but they have lagged gains both in
the nation as a whole and in New York
and Connecticut, the obvious points of
comparison.” Krugman'’s analysis is cor-
rect. In terms of the percentage increases
in total jobs and private-sector jobs as of
April 2012, New Jersey’s growth since
the beginning of Christie’s tenure has
been less than the increases in New York,
Connecticut and the nation as a whole. To

comment on this ruling, go to NJ.com.

Krugman said, "There have been some
job gains in the McMansion State since
Mr. Christie took office, but they have
lagged gains both in the nation as a whole
and in New York and Connecticut, the ob-
vious points of comparison." In terms of
total jobs and private-sector job growth
since January 2010, New Jersey’s overall
job growth has been less than New York,
Connecticut and the nation as a whole
during the same period. To comment on

this ruling, go to NJ.com.

Two Iragis came here to this
country, were radicalized and
they were the masterminds be-
hind the Bowling Green mas-

sacre. ... It didn t get covered

Conway said that "two Iragis came here
to this country, were radicalized and they
were the masterminds behind the Bowl-
ing Green massacre. ... It didn’t get cov-

ered." Put simply, there was no massacre.

Conway said that "two Iragis came here
to this country, were radicalized and they
were the masterminds behind the Bowl-
ing Green massacre.... [t didn't get
covered.”" There was indeed a terrorism-
related situation in Bowling Green, Ky.,

but it wasn’t a massacre.



Politifact —

the worst
summaries

Claim

Justification

Automatic summary

In South Dakota, I'm putting

prayer back in our schools.

No specific policy exists, nor does any
specific proposal or a timeline for pro-
ducing one. That could change if Noem
produces a proposal, the Legislature ap-

proves it, and it passes muster in court.

Noem told the crowd, In South Dakota,
['m putting prayer back in our schools.
The Supreme Court ruled that schools and
their representatives could not lead orga-
nized prayers in public schools. However,
it does not prohibit silent, private prayer

in schools.

Between 2000 and 2010, the 1l-
legal immigrant population of
Texas increased 60 percent,
while California and Florida

had no increase.

Romney 1s essentially correct on the num-
bers, but his strong implication that Perry

1s responsible 1s a significant stretch.

Romney said, "California and Florida
have had 60 percent increase in illegal im-
migration.”" The numbers for Texas and
California are broadly supported by the
best estimates available. However, they
are not as reliable as Romney’s statement

suggests.

Says under Mitt Romney, Mas-
sachusetts was 47th in job cre-

ation.

The job-creation ranking for Mas-
sachusetts 1s right; the implication that
Romney 1s solely to blame for the state’s

low standing does not hold up.

Castro said that under Romney, Mas-
sachusetts was 47th in job creation. The
state ranked 47th in the nation in job cre-

ation.



Demagog —

the best
summaries

Claim

Justification

Automatic summary

Prosadime novelu zdkona
o  diachodovém
kterd zvy&i zdkladni vyméru

pojisténi,

dichodu na 10 % primémé
mzdy.

Novela zdkona o duchodovém pojisténi,
kterd zvysila vyméru dichodu na 10 %
primérné mzdy, jiz profla legislativnim
procesem a piislusnd ustanoveni jsou od
1. ledna 2019 Géinnd.

Novela zdkona o dachodovém pojisténi,
kterd zvy&i zikladni vyméru dichodu na
10 % primérné mzdy, je Gcinnd od 1.
ledna 2019.

Vybird to prosté nezdvisld
komise (mésta pro zavedeni

5G, pozn. Demagog.cz).

SoutéZ 5G pro 5 mést vyhlisilo spole¢né
Ministerstvo primyslu a obchodu a Min-
isterstvo pro mistni rozvoj v druhé polov-
iné fijna. SloZeni, a tedy mira nezdvislosti
komise, nebyla v dobé analyzy vyroku
dohledatelnd.

SoutéZ 5G pro 5 meést vyhlisilo Minis-
terstvo primyslu a obchodu, Ministerstvo
pro mistni rozvoj, Ministerstvo primyslu
a obchod

Zacali jsme testovat od 23.
ledna, tehdy tady jedté nebyl

Zadny pripad.

K prvnimu dohledatelnému testovini na
onemocnéni COVID-19 v Ceské repub-
lice dodlo 24. ledna 2020. V té dobé v CR
skute¢éné nebyl Zadny piipad infikovani

koronavirem.

V Ceské republice 23. ledna 2020 nebyl
Zidny piipad onemocnéni COVID-19.

(...) tady vznikd spole¢nd ini-
ciativa SPD a Pirdti na to, aby-

chom se témi platy zabyvali.

Pirdti a SPD poZidali, aby mimofddnd
schize kvili projedndni novely zdkona o
platech politikii prob&hla jest¢ do konce
roku 2018.

Pirdti a SPD poZidali o mimofidnou
schuzi kvili daliimu projedndni novely

zdkona o platech dstavnich Ciniteld.



Demagog — the

Worst summaries

Claim

Justification

Automatic summary

TAKAC. moderitor: A Evropska unie,
Evropskd komise to ocenila? Jste Fikal.
To znamend néjaka filozoficka vvhrada
typu: jadro ne. to nepfipadd v davahu, ta
nezazndla? HAVLICEK: V Zidném pii-
padé vibec nezarnéla. V tomto naopak
zaznélo to, Ze je spravné, Ze mifime k
bezemisni ekonomice, respektive ener-
getice ad 1 a ad 2 jasné zaznélo to, Ze ja-
dro je bezemisnim zdrojem. To, Ze nékdo
mid tendenci ¢as od Casu., zejména = Fad
téch kritikil, to zpochybnovat, tak toto za-
znélo doslova a do pismene od generalni
feditelky, (...) tak to Fekla pfimo generdlni
feditelka generdlniho Feditelstvi Energo,

Evropské komise.

Dine 20. listopadu 2019 jednala
ceskd delegace MPO v Bruselu
o budouci podobé energetiky
CR a roli jadra v ni. Naméstek
pro energetiku na MPO slova

ministra Havlicka potvrdil.

Ceska republika mluvi o v¥s-
tavhE nového jaderného bloku

v Dukovany.

Pak se stalo néco, éemu nerozumim. Ze
pani ministryné {Malacova, pozn. Dema-
gog.cz) prestala chodit na vybory, zacala
posilat Ffeditele odbori, coZ je prot jed-
nacimu Ffadu. tak#e jsme pferusili jednani.
Makonec tam tedy zafali chodit kompe-

tentni namestci.

Zminéné chovini ministryné
Malacoveé je skutecné proti jed-
nacimu fadu Poslanecké sné-
movny. Oviem popsanym zpi-
sobem se zachovala pouze jed-

.

Ministryné Maldéova byla
piedsedkyni vy¥boru pro so-
cidlni politiku. Ma jednani
viak dorazila pouze jednou,
na kterv¥ch nebyla pfitomena

nameéstka.

Daobra zpriva — Evropska rada se koneéné
na néfem dokdzala shodnout. Spatnd
Zpriava — v porovniani s ndvrhem Komise
z kvétna je rozpocet na vvzkum poniZeny
o 14 miliard €. Pékné prosim, Zkrtat na

vyzkumu neni Setfivé, ale prosté hloupé.

Evropska rada se 21. Cervence
dohodla na snizeni rozpoétu na
védu a vyzkum proti plvod-
nimu plinu o 25,17 mld. eur
v kapitole Vyzkum. K dalsim
Ekrtiim pak doilo v kapi-
tolich Evropského obranného
fondu €i Evropského kosmick-

ého programu.

Yo kvétnu doslo k prijeti do-
hody na viceletém finanénimu
raimci. Rozrpocet na vyzkum

byl zv¥ien o 13.7 mld. eur.

% medialnim prostoru se opakované fesi
otizka vyhoitovani diplomati. jaké jsou
divoedy podle Videnské dmluvy o diplo-
matickych vztazich. Je to skuteéné poure
fada konkrétnich divodd. které miaZou
hostujici stranu vest k vyhosténi diplo-

mati.

Videnska uamluva o diplo-
matickych stycich umoZiuje
oznacit jakéhokoli diplomata
jiného stitu za personu non
grata a tim fakticky ukonéit
jeho diplomatickou misi.
MiiZFe se tak oviem stit i bez

uddni diavodua.

%  meédidlnim  prostoru  se
opakované feii otazka wvy-

host ovovani diplomati.



SumeCzech

summaries

The best summaries

Headline

Automatic headline

Metal Gear Solid: Ground Zeroes

Metal Gear Solid: Ground Zeroes

Lizné Podébrady jsou nejen na srdce

Lizné Podébrady jsou nejen na srdce

Trains Trucks Tycoon - demo

Trains Trucks Tycoon - demo

Nejcastéjii zhoubné nidory u muzi

Nejéastéjii zhoubné nidory u muzi jsou

Rodinné domy v Unhoiti poskytly sedmi

rodindm vysnéné bydleni

Rodinné domy v Unhost poskytly sedmi

rodindm

Neocron Arcade: The N.M.E. Project -

kvalitni akéni feZba

The worst summaries

Headline

Neocron Arcade: The N.MLE. Project

Automatic headline

Makro jde bliZz podnikatelim. Piejmen-
ovivi se na Vy Makro

Obchody se zajimaji o malé a stifed

Ojedinéli kniha o antické technologii
7 vichodniho Halabn od soboty nteklo 10
ricdes 19l

Antickd trilogie Jifiho Rakufana
WV Rdrii se chystd poslednd exoduos, rved

Kupte hrachovku, zvolte Juratku! Kan-
didit se nabizi v leticich obchodu

Poslanci chté&ji uietfit statisice za hlas

Folitici perlili: Dubové, prempos a od-
klofiovani

Poslanci zvolili viipného europoslance

Spolujerdec mrtvého pilota  je mimo
ohroeni Zivota

Pfi nehodé u Kordiba zemiel spolujezdec




Distribution of token counts — Politifact (13 % removed)
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Distribution of token counts — Demagog (24 % removed)
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Distribution of token counts - Demagog
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Distribution of token counts — SumeCzech (16 % removed)
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Distribution of token counts -SumeCzech
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Final summary points

so far the best model for generating short summaries in the Czech language

¢ improving performance of other two works
* only 10 % of training data used in comparison other works

first work for automatic summarization of czech fact-checking

best results on Politifact data in comparison to other works (University of Michigen or University of Copenhagen)

quality of embeddings used for extractive summarization can affect the quality of NLG summaries

Future work:

focusing on the length of generated texts

improving the contextual representation of text

focus on the quality data selection process (possible with pre-trained models)




Thank you
for attention




