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Introduction

- the problem of disinformation has been escalating in recent years (the 
controversies surrounding the US elections, covid-19, and now the war 
in Ukraine).

Disinformation crisis (global)

Disinformation spread
Fact-checking

- thanks to the international Cimple project for scientific and financial support on this work 
(CIMPLE | CHIST-ERA (chistera.eu))

https://www.chistera.eu/projects/cimple


EXAMPLE OF 
A FACT-CHECKING REPORT  



Automation of 
fact-checking



EXTRACTIVE SUMMARIZATION



Extractive 
automatic 
summarization
- Preprocessing

Pre-processing



Text normalization

Sentence:



Text normalization

Sentence:

Tokens:



Text normalization

Sentence:

Tokens:

NLP classification:



Text normalization

Sentence:

Tokens:

NLP classification:

Final tokens:



Extractive 
automatic 
summarization
- Vectorization

Creating a 
representation 
of Text



Vectorization of sentences



1. Bag of words



1. Bag of words



2. TF-IDF

where :  R = report (ruling comments)
v = word 
s = sentence of report



2. TF-IDF

where :  R = report (ruling comments)
v = word 
s = sentence of report



2. TF-IDF

where :  R = report (ruling comments)
v = word 
s = sentence of report



One-hot encoded vector

Vocabulary = {some, are, accurate, not}

some = [1, 0, 0, 0]
are = [0, 1, 0, 0]

accurate = [0, 0, 1, 0]
not = [0, 0, 0, 1]



2. Word2vec - single neuron

1.

2.

3.

- random weight (parameters or numbers)

Hint: Dot product of two vectors



2. Word2vec – three layers neural network 

• one word as an input
• one word as an output
• two weight matrix  



2. Word2vec – CBOW 

• C words as an input
• one word as an output
• two weight matrix  



3. Doc2vec  

• C words as an input
• Sentence as an input
• one word as an output
• three weight matrix  



4. BERT - Attention 

• BERT= Bidirectional Encoder Representations from Transformers
• Attention = “How relevant is a token to others token and  to itself”
• The darkness of the line determines the value of attention



4. BERT - Representation 

• vocabulary of 30 000 tokens (Wordpiece tokenization)
• two segment embeddings
• 512 token embeddings (after 512 token length, input is truncated) 



4. BERT - architecture

• model with much more advanced architecture 
compared to doc2vec  

• trained on prediction of next sentence and 
prediction of masked word

• fine-tuning entails retraining all parametres end-
to-end



4. SENTENCE BERT

Much faster to fine-tune than BERT

Using siamese network (same neural network is shared)

Ideal for task of textual similarity

• cosine similarity:

Outperforms: 

• universal sentence encoders

• baseline BERT: 

• vector of CLS token 

• mean pooling of all tokens in sentences

• elmo



4. Fine-tuning of SENTENCE BERT

Neural network is constructed of layer that implements several objective functions We focus only on Triplet Loss Objective Function in our work for fine-tuning using:

Three types of inputs: anchor sentence, positive sentence, negative sentence

Each sentence vector comes from same Siamese network

We maximize distance between anchor and negative, but minimize distance between 
anchor and positive  



4. Fine-tuning process of SENTENCE BERT



Extractive 
automatic 
summarization-
Sentence Score

Scoring of Sentence



Local Outlier Factor (LOF)

Source: [PDF] A Local Density-Based Approach for Local Outlier Detection | Semantic Scholar

Density based outlier detection 

Each object (sentence) is assigned a local 
outlier factor

Object that have substantially lower 
density than their neighbors have high LOF

https://www.semanticscholar.org/paper/A-Local-Density-Based-Approach-for-Local-Outlier-Tang-He/39348e3bf45d224882ccffe538e3066bfe768dc5


Reminder of the report : LOF on sentence vectors



1. LOF + SENTENCE BERT 



2. LOF + TF-IDF 



3. LOF + Doc2Vec 



ABSTRACTIVE SUMMARIZATION



Unified text to text 
transformer (T5)

• trained on clear data
• created C4 dataset 
• encoder-decoder system
• natural language generation model
• for generating a summary, it uses the prefix “summarize:”
• model fine-tuned on pairs (long text + summary)
• we use it as a black-box



THE PROPOSED PROCEDURE 



Proposed hybrid summarization process



Triplets extraction



Extractive 
summarization using 

LOF



EXPERIMENTS



Evaluation 
metrics

T5 transformer is evaluated using ROUGE (english) and 
ROUGERAW(Czech)

Two variants ROUGE-N  or ROUGE-L

ROUGE-N (or ROUGERAW-N) quantifies amount of overlap between 
generated and reference summaries in terms of N-grams

ROUGE-L (or ROUGERAW-L) examines the reference and the 
generated summaries for the longest subsenquencies 

ROUGE-1 (or ROUGERAW-1) , ROUGE-1 (or ROUGERAW-2) , ROUGE-
L (or ROUGERAW-L) were chosen to evaluate the approaches we 
suggest



Experimental 
framework

Used GPU server graphics cards Nvidia A100 and 
Nvidia A40 for fine-tuning SENTENCE BERT and T5 
transformer

For English, we used T5 Base with 220M parameters

For Czech, we apply mT5 Base with 580M parameters 
(trained on 101 languages)

The code (without data and models) is publicly 
available in my github repository: 
petervajdecka02947/MasterThesis2022

https://github.com/petervajdecka02947/MasterThesis2022


Politifact dataset

Split 80/10/10 = 10312/1289/1290

Dataset scraping from politifact.com:

• only pages containing "Our ruling" or "Our Rating" were considered, 
ensuring that the justification was manually created

• then characters like „\n“ or „\t“ were removed for text fluency,

• we have removed the html tags,

• urls have been removed,

• remove all sentences from the justification that contain words related 
to truthfulness of the claim,

• we have replaced 2 or more spaces with a single space,

• we updated all data from past until 17-th of February 2022.



Czech datasets

Demagog dataset

Split 80/10/10 = 2724/431/431

SumeCzech dataset

Training = 77866
Validation = 44567
Testing = 44454
Out of Domain test = 44967



Results - Politifact



Results - Demagog



Results – SumeCzech

- 16 % of sentences removed from whole dataset with the best model 



Politifact –
the best 
summaries 



Politifact –
the worst 
summaries 



Demagog –
the best 
summaries 



Demagog – the 
worst summaries 



SumeCzech
summaries 

The best summaries 

The worst summaries 



Distribution of token counts – Politifact (13 % removed)  



Distribution of token counts - Politifact



Distribution of token counts – Demagog (24 % removed)



Distribution of token counts - Demagog



Distribution of token counts – SumeCzech (16 % removed) 



Distribution of token counts -SumeCzech



Final summary points 

so far the best model for generating short summaries in the Czech language

• improving performance of other two works 

• only 10 % of training data used in comparison other works

first work for automatic summarization of czech fact-checking

best results on Politifact data in comparison to other works (University of Michigen or University of Copenhagen)

quality of embeddings used for extractive summarization can affect the quality of NLG summaries

Future work:

focusing on the length of generated texts

improving the contextual representation of text 

focus on the quality data selection process (possible with pre-trained models)



Thank you 
for attention


