Towards an Ethical
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Consolidating Transparency,
Fairness and Accountability in
Machine Learning Models
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Research Priorities
for Robust and
Beneficial Artificial
Intelligence: An
Open Letter (2015)

Fdo. Stephen Hawking, Elon Musk,
DeepMind, Vicarious, Peter Norvig...

The potential benefits (of
Al) are enormous, since
everything  civilization
offers is the product of
human intelligence; we
cannot predict what we
might achieve when this
intelligence is magnified
with the tools Al can
provide, but the
eradication of disease
and poverty are not
unsuspected. Because of
Al's great potential, it is
important to investigate
how to harness its
benefits while avoiding
potential pitfalls.
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by 2100 is inevitable : 123
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Superintelligence

&

by 2100 is impossible ||

lt may happen in

Myth:
Only Luddites
worry about Al

Many top Al
researchers
are concerned

decades, centuries i ‘
or never: Al experts

disagree & we

simply don’t know

Mythical worry:
Al turning evil Al turning competent, A
with goals
Mythical worry misaligned with ours us
Al turning conscious
Myth | (Fact: | e
0000° 1 0

Robots are the
main concern

Misaligned intelligence -
is the main concern:

it needs no body, only

an internet connection

Myth:

Al can't control Intelllgence

humans enables control: 2
we control tigers )
by being smarter

Machines can't A heat-seeking

have goals @ missile has
agoal =

Mythical worry:

PANIC!

Superintelligence
is just years away

SIS
ooty AHEAD!

but it may take that
long to make it safe
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* Faculty of the mind that allows
learning, understanding, reasoning,
making decisions and forming a
specific idea of reality.

e Ability to acquire knowledge, to
think and reason effectively, and to
manage in the environment in an
adaptive way.

* Ability to solve problems or
produce valuable goods.
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WAL Human vs. Artificial Intelligence
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ANTICIPATION

* Computational / robotic systems

( N [ we—— designed to perform (mimic)
) ‘@ @ « e,
: activities that can be performed
T MEMORY DECISION MAKING by humanS:
t @ il « Reasoning, Decision, Acting.
(  Weak Al (specific) vs. Strong Al
! (general):
= NATURAL MACHINE . . .
T LANGUAGE LEARNING * Application specific vs.
1 compurer ooman . Consciousne;s, Wisdom, Self-
i awareness: Singularity?
CONVERSATION
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Algorithms Machine & Human

Deep Learnin i i
e “Recipe” o Data p g Decision Interactions

adaptive to “curation” / * High level Robotics i e A better
context “governance” feature making world? The

e Sustainability extraction and end of days?
pattern

recognition
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Ll Current implications of Al Electricity
Digital Substitutes
5 : 4.0 Revolution Economic Impact identification and
transformation

decision making

Unprecedent
Imply new : Increases Speed and
: : technological :
learnign skills growing rate robustness
developments

Does it revert
on digital
Illiteracy?

: Do we have
Widens the Job loses? full confidence
social gap?

on systems?
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WAL I What is ethics? Philosophical
point of view

.
machines

e Associated questions: "What is a good deed?", "What is the

value of human life?", "What is justice?" or "What is a good
life?".

* The terms "moral” and "ethical" are frequently used in ethical
discussions.

* Moral: patterns of behavior, customs and convention of cultures, groups
or individuals.

* Ethical: evaluating actions and behaviors from a systematic and
scholarly perspective.

* Multitude of currents, sometimes contradictory: Utilitarian,
Kantian, Aristotelian.

* They do not provide methodologies for conflict resolution
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A ST What is the ethics of Artificial

A\ BB e

s Intelligence?

A set of values, principles, and
technigues that employ widely
accepted standards of right and FAT]
wrong to guide moral conduct in
the development, deployment,
and use of Al technologies.

]

7 11

“Fairness”, “Accountability”,
“Transparency”, and “Ethics”

D. Leslie, Understanding artificial intelligence ethics and safety: A guide for the responsible design and
implementation of Al systems in the public sector. The Alan Turing Institute, 2019
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The trolley dilemma.

You are invited, without further details, to make
a "safe" investment x10 from 5006.

A friend confesses to a crime. The next day the
news announces a murder.

When making a purchase you are given too
much change.

You receive a package delivered to the wrong
address with a favorite item you can't buy
yourself.

A neighbor doesn't take good care of your pet.




Utilitarian car

e What's best for the majority; results matter

50 WHAT SHOLLD WE
DO? DRIVE STRAIGHT |5
AND RLN OVER A BABY JZ\'

OR SWERVE AND HIT /23
TWO PEDESTRIANS? /.

e Maximizing lives

Kantian car

e Do nho harm

WHAT IF ONE OF
THE PEPESTRIANS
15 YOUR MOTHER-

e Do no explicit action if that action causes harm

Aristotelian car

¢ Pure motives; motives matter

e Harm as little as possible; avoid the least
advantaged (pedestrians?)

“$Xg" UNIVERSIDAD
" 3 | DEGRANADA

%:DaSCl| .




macmnés

s°c
P .

“$X2" UNIVERSIDAD
. 3L : DEGRANADA

AAAAAA

Practical Exercise: Moral Machine

What should the man in blue do?
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I Sensitive use cases and "dystopias”.

bun

mhe

Denial of derivative services:

e Financial, housing, insurance, education, employment, health care services, etc.

Risk of harm:

e Physical, emotional or psychological to an individual (health care settings, etc.).

Infringement of human rights

e Significant restriction of personal freedom, freedom of opinion or expression,
freedom of assembly or association, privacy, etc. (facial recognition in police
surveillance).
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gOA?sAlﬁr‘?%ad I Current ethical dilemmas in Al

mind

* Web Search Engines el
* Best leaders - gender? =5 <
* Schoolgirl vs. Schoolgirl e +*

e Classic dilemma of the accident

IA sesgada Coche auténomo

* Designation of authorship in
artistic works, rights, integrity.
* Digitization of justice
* Transparency / Trustworthiness
* Privacy / Risks and rights...

La |A crea arte Al en el Tribunal de Justicia
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https://es.unesco.org/artificial-intelligence/ethics/cases
https://es.unesco.org/artificial-intelligence/ethics/cases
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VERNON PRATER

Prior Offenses

2 armed robberies, 1
attempted armec
robbery

Subsequent Offenses

1 grand theft

LOW RISK

Examples of "bad" use of Al

BRISHA BORDEN
Prior Offenses

4 juvenile misdemeanors

Subsequent Offenses
I

NO

HIGH RISK

COMPAS: Recidivism convicts

Sciel‘lce Lmnr(lj.we 'v;zzexuzj‘pa:m Archive  About v
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Dissecting racial bias in an algorithm used to manage
the health of populations

scunce £02 102320/ sce00e a2 MT

& 0 9 A D "0

Racial bias in health algorithms

Racial bias n haatts wgerithe | The U.S. health care system uses commercial algorithms to guide health decisions. °
Obermeyer et al. find evidence of racial bias in one widely used algorithm, such o
that Black patients assigned the same level of risk by the algorithm are sicker than
White patients (see the Perspective by Benjamin). The authors estimated that this ©
racial bias reduces the number of Black patients identified for extra care by more
than half. Bias occurs because the algorithm uses health costs as a proxy for health =

needs. Less money is spent on Black patients who have the same level of need, and
the algorithm thus falsely concludes that Black patients are healthier than equally
sick White patients. Reformulating the algorithm so that it no longer uses costs as
a proxy for needs eliminates the racial bias in predicting who needs extra care.

Science, this issue p. 447; see also p. 421

Health risk treatments

J. Angwin, J. Larson, L. Kirchner, y S.

Mattu, « Machine Bias», ProPublica,

May 2016.

DE GRANADA
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S. Vartan “Racial Bias Found in a Major

Health Care Risk Algorithm”, October 2019.

Amazon scraps secret Al
recruiting tool that showed bias
against women

By Jeffrey Dastin 8 MIN READ f W

SAN FRANCISCO (Reuters) - Amazon.com Inc’s AMZN.O
machine-learning specialists uncovered a big problem: their

new recruiting engine did not like women.

The team had been building computer programs since 2014
to review job applicants’ resumes with the aim of
mechanizing the search for top talent, five people familiar

with the effort told Reuters.

Automation has been key to Amazon’s e-commerce
dominance, be it inside warehouses or driving pricing
decisions. The company’s experimental hiring tool used
artificial intelligence to give job candidates scores ranging
from one to five stars - much like shoppers rate products on

Amazon, some of the people said.

“Everyone wanted this holy grail,” one of the people said.
“They literally wanted it to be an engine where I'm going to
give you 100 resumes, it will spit out the top five, and we’ll

hire those.”

Amazon Hiring

J. Dastin, «kAmazon scraps secret Al recruiting tool
that showed bias against women», Reuters, oct.
10, 2018.



https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing
https://www.scientificamerican.com/article/racial-bias-found-in-a-major-health-care-risk-algorithm/
https://www.reuters.com/article/us-amazon-com-jobs-automation-insight/amazon-scraps-secret-ai-recruiting-tool-that-showed-bias-against-women-idUSKCN1MK08G
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I Why is Ethics in Al important?

Lack of morals and
ethics: discrimination
Opacity of and biases
the models

Hardly

justifiable
use

Difficulty in
evaluating

the quality of
the models.

Invasion High impact
on subjects

D. Leslie, Understanding artificial intelligence ethics anc guide for the responsible
-, design and implementation of Al systems in the public sector. The Alan Turing Institute, 2019
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A p Principles of Responsible Al

machines

@ The principles of responsible Al

Accion y
supervision
humanas

Rendicion de

Solidez técnicay
cuentas

sequridad
Fairness

Inclusiveness

Bienestar
social y
ambiental

Gestion de la
privacidad y
de los datos

7z

-

Accountability

.
1
r 1
1
1

T Privacy and
Reliability security
and safety

Diversidad,
no discriminacién
y equidad

Transparencia
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g"ﬂs/nﬁ\nlﬁr%'%“ Principles of Responsible Al (2)

Explainable Al The ability to explain a model after it has been developed.
(XAl):
Interpretable Transparent model architectures and increase in how intuitive and understandable ML

Machine Learning:  models can be

Ethical Al: Sociological fairness in machine learning predictions (i.e., whether a category of people
is being weighted unequally)

Safe Al: Debugging and deployment of ML models with similar countermeasures against insider
and cyber threats to what would be seen in traditional software

Human-centric Al: User interaction/intervention/monitoring with Al and ML systems

Compliance: Ensuring that your Al systems comply with relevant regulatory requirements, whether
with GDPR, GDPR, GDPR, FCRA, or other regulations.

S UNIVERSIDAD R gl
. B :° DEGRANADA
frsant -




Principles of = & &R0 =) () [

. (mrmmJ — e B
Responsible Al (and 3) ) W '

not just Al m

& Contral ||t

- . applications

ideration of human, (" HowdoesAl ) ==

* Ethics: implications for Al i e sdarce an

ethics in Al design

Ethical principles

* Transparency: justifying and explaining M,,,,,m.,.,".,.,k.) e
. . . into account ethical norms - elopment
Al decisions and actions orsleri -

Deskilling / : Interdisciplinary
 Regulation and control: legislation and (o) Lo / ererll B Ty
behavioral oversight X e —

discrimination consequences

* Socio-economic impact: how are they

“Al needs to

affected by Al? ﬁ R
Benefidiality /(T,u,,)

* Design: technical considerations o s = e

caused by disruptive Freedom should be

/ responsible?
Who or what is
responsible for Al User responsible?
actions? )

mechanisation
e Accountability: moral and legal \w , — \[ e
e How is Al inners !- . - y for
resp0n5|b|||ty. different? Losers? detemunauon] Privacy A
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G PA I THE GLOBAL PARTNERSHIP
ON ARTIFICIAL INTELLIGENCE

— Our values

Members and participants of GPAI are brought together first and foremost by a shared commitment to the values expressed in the OECD Recommendation on Artificial
Intelligence. All GPAI activities are intended to foster responsible development of Al grounded in these principles of human rights, inclusion, diversity, innovation and
economic growth.

Principles for responsible stewardship of National policies and international
trustworthy Al cooperation for trustworthy Al
> Inclusive growth, sustainable development and well-being > Investing in Al research and development
» Human-centred values and fairness » Fostering a digital ecosystem for Al
> Transparency and explainability » Shaping an enabling policy environment for Al
» Robustness, security and safety » Building human capacity and preparing for labour market transformation
> Accountability > International cooperation for trustworthy Al
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https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449

European
regulations

Regulations in occupational
areas: architecture, military,
medicine,

All have a dependence on
society

Codes of conduct on mission,
values and principles, linking

them to rules and regulations.

Compliance necessary to
mitigate potential risks.

EC Ethical Guideline: 7
requirements

INDEPENDENT
LEVEL EXPERT GROUP ON
TIFICIAL INTELLIGENCE

UP BY THE EUROPEAN COMMISSION

% X 5
* *

THICS GUIDELINES
R TRUSTWORTHY Al

Seven key requirements

1
Human
agency and
oversight

2;
7 4 Technical
Accountability robustness
and safety

6.
Societal and
environmental
well-being

5.
Diversity, non- 4.
discrimination Transparency
and fairness

25


https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai

Al-Act: Promoting safe Al that respects
fundamental rights

Definition of Al system

e Distinguish Al from simpler software systems: machine learning approaches and logic and
knowledge-based approaches.

Prohibited Al practices

e Avoid Al for social scoring.
e Exploiting vulnerabilities of groups due to their social or economic status.
e Use of biometrics only for law enforcement uses.

General purpose Al systems

e Provide for the use of Al with different application for use in situations of potential risk.

...... https://artificialintelligenceact.eu/

- 1 A
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https://artificialintelligenceact.eu/

fu ture FTQII‘ﬁdS

Fog Iupload Al-Act: Identification of high-risk Al systems.

(Als, brain

mind https://artificialintelligenceact.eu/

nnnnnnnnn

Implement a trusted ecosystem on legal framework on the
use of Al-based solutions, and encourage companies to
develop them.

Enforce the goal of developing a trusted Al ecosystem.

Risk-based approach whereby legal intervention is tailored
to mitigate the level of risk: e.g., biases, errors and opacity
that may adversely affect a number of fundamental rights.
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8957 brain oge o me .
“mind https://artificialintelligenceact.eu/

Biometric identification and categorization of
individuals,

Management and operation of essential
infrastructures,

Education and vocational training,

Employment, management of workers and access to
self-employment,

Access to and enjoyment of essential public and
private services and their benefits,

Law enforcement issues,

Migration, asylum and border control management,
or

Administration of justice and democratic processes

s ¢
> .

Spiod Al-Act: Identification of high-risk Al systems.

Prohibited Al practices 1‘) Unacceptable risk
Regulated high risk Al systems ¢ l I P High risk

Transparency

Limited risk

o - e

Data source: European Commission.
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Pilot project: Al Sandbox (Spain)

Creation (authorities and development
companies) of a "good practice guide"

and implementation guidelines: Increased legal certainty and

e Obligations to be fulfilled and how to implement transfer of know-how on

them. compliance.
* Method for control and monitoring

BRINGING THE Al REGULATION FORWARD

Launch Event for the Spanish Al Sandbox pilot
27 June 2022 9:30 - 13:10

Basis for future European

regulation (Al Act) in two years'
time; associated with AESIA.

29
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Who has the data?

(

Big companies

$° G
< .

¥z > UNIVERSIDAD
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ganf\[o I Governance: Europe vs. USA vs. China

Data Brokers

If you don't pay for a product, you are the
product.
"Extensive and unregulated ecosystem."

* Enables companies to use personal data to
target consumers

* More than "targeted marketing."

Intermediaries of "surveillance
capitalism.”

TheY( know more about you than you

ic_llll and do a lot more with it than you'd
ike,

|s our data anonymous?

Do we need these profiling services?

%:DaSCl ©
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Information on Google Ads

Temas parati ©

Teléfonos mévi- Servicios de
les y accesorios atencion
sanitaria

Ver mas o Software de
menos anuncios gestion
empresarial

de estos temas

Marcas parati @

M A E F u

MAPFRE Amazon.es

Anuncios recientes

iPhone 14 y iPhone 14 segurosdesalud.mapfre.

Plus

Musica y audio

Electronic Arts Fitbit Unicef

Example of profil

Ver todo

Facultades,
versidades
educacio
postsecundd

Ver todo

G

Grupo ING N

amazon.es

Compra Zapatos
Explora y descubre miles de

la dltin >
rado: G«

UNIVERSIDAD
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Customization (if known)

Elige qué anuncios ves

Elige los temas y las marcas de los que quieres ver mas o menos

anuncios.

Temas

. Todos los temas

Teléfonos movi-
les y accesorios

Marcas

1, Masrecientes v

Bebidas Facultades, uni-
versidades y
educacion
postsecundaria

Escuelas de for-
macion profe-
sional y de
comercio

Sensibles

Software de
gestion
empresarial
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Branches of study of Ethics in Al

Explainability

(XA

Interpretability Transparency Auditability

Bias
reduction

Parity

A. Barredo Arrieta et al., «Explainable Artificial Intelligence (XAl):
J J Concepts, taxonomies, opportunities and challenges toward

. responsible Al», Inf. Fusion, vol. 58, pp. 82-115, jun. 2020, doi:
L & : DEGRANADA
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AR Impartiality / fairness in IA

Sameness Fairness

S UNIVERSIDAD K7 ad
. 34 : DEGRANADA




futu e Fﬁﬁ ﬁ'

94 I Fairness / Data fairness

~mind

machines

Bias reduction

Fair selection P. Ratio of False
Negative

R Label replacement D hi P. Ratio of Fal
i emographic p. . Ratio of False
Disparity
Sampling impact Equal prob_a.blllltleS/

P. sensitivity

¢ : Parity of false J
Transformation arisalen b P. Ratio of False
Positive
Parity of false j P. Ratio of False
discovery B Positive acc. sioze

Equal opportunity g
“§4g" UNIVERSIDAD ] ol
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gOOAW I How we validate a ML model?

brain
mln

THRESHOLD
> 1.0
: ! 3
;j RESULT =NEGATIVE RESULT = POSITIVE Z
= g
2 b Minimize

false

>
o

l\}lnimize negatives
total errors

FALSE NEGATIVES Minimize false

e positives

TEST VALUE 08 o
1-Specificity

R.R. Fletcher. Addressing Fairness, Bias, and Appropriate Use of Artificial
Intelligence and Machine Learning in Global Health. Front. Artif. Intell. (2021)
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i I Example of lack of impartiality: bank

JAls braln

ied credit allocation

nnnnnnnnnn

Q)
—"
o

|l

-

c

—"
o

|l
o

---- y=0 (defaulted) y =0 (defaulted)
—— y=1(repaid) y=1 (repaid)

Frequency
Frequency

Credit Score Credit Score
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o A Igr%ad Example of lack of impartiality: bank
s credit allocation

Equalize population independent Equal opportunity, but
threshold (protected variable) disproportionate grouping for y*=1
a) b) a) b)
e a'ig;ed] [ ] E , ) [
: oc} b1 0.8 % .. : b=

. /
f /
(defaulted) ? Iu'l 0 (defaulted) f I.'I
(repaid) % | 1 (repaid) %
|
1] I
z S | 2 S
3 a g a
g g
[ [T
|
4 4 ° 1 4 4 %
Credit Score " Credit Score
Pr(y=1|y=0) Priy=1ly=0)
“§G " UNIVERSIDAD K7 22N
. B :° DEGRANADA
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i\ 1 Case study proving why a fair judicial El

[=]

[=]

s algorithm is impossible
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S5A
=MIA

machines

pload

Detect and
evaluate lack of

Detect if protected

bar Auditability from a fairness point of view

Detect if there is an
indirect influence

variables are in
use

ethics in the
model

Check what variables
/ instances are
affecting the model

P. Adler et al., «Auditing Black-box
Models for Indirect Influence»,
arXiv:1602.07043, nov. 2016.

addressing model fairness», Towards
Data Science, ago. 12, 2020.

st ¢
> .

F. Pretto, «Inclusive Machine Learning:

with the protected
variables.

S. Lundberg, «Explaining Measures

of Fairness», Towards Data Science,

mar. 02, 2020.
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How to proceed to avoid biases

The data used must represent "what should be" and not "what is".

e Control possible pre-acquired biases, ensuring that the data sample represents all cases equally and does
not discriminate against any group.

* It is mandatory to follow a control in the collection and preparation of data, identifying and correcting a
priori possible deficiencies

Impose and enforce some form of data governance.

e There is a social responsibility to regulate the model generation procedure.

e Requiring to achieve not only high predictive performance metrics (accuracy of the system in production),
but complementing them with ethical measures, managing audits for the different algorithms.

Model evaluation should include an evaluation by social groups.

e Examine possible "protected" variables (sensitive characteristics such as gender, ethnicity or age) to
ensure that quality metrics (accuracy) are unbiased across different population segments.
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Al (XAI)

The goal of explainable Al

Training Learning Learned Output User with
Data Process Function a Task
Tomorrow
This is
@ a cat It has fur,
’ } } whiskers
u and claws

Training  New Learning Explainable Explainable Interface User with
Data Process Model a Task
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Human
Explain

XAl in breast cancer
diagnosis

Case: TCGA-OR-A5J1-01
Cancer type breast
Probability 0 85

Model intercept:0.35

-

IF BRCA1 <= 3.25 AND TP53 <= 7.75 AND FLT <= 3.23
THEN PRED = BRCA

c o ¢ c Al t BRCA1 <e3.25
* Problems in bioinformatics merprt an :;;:;;:M
are inherently multimodal.

Avg. oncogene score >= 0,035

Local interpretability

>

* Balance between model
accuracy / interpretation. o

Learn

Interpretable
ML methods

i —

Black-box model

* Being able to answer:

e "why do | have breast cancer?",

° 1] g H BRI = | 2
hpw dl_d .the 'r'nodel arrive at o L pre— el
this decision?", Analyse

_.(/)a
© o o|X
o O X

"what biomarkers or factors are
responsible?"

Md. Rezaul Karim, et al. Explainable Al for Bioinformatics: Real world m | [‘- &! %’?
- Methods, Tools, and Applications. Arxiv:2212.13261v1 e = s
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-min
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g Transparency

e Simulability
e Decomposability

AR I Conceptos asociados a XAl

m Post—hoc explainability

e Textual description
e Local models
¢ Visual models

e Algorithmic transparency e Analogies

e
P .
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o Id I XAl view of ML and Al models

.Mmin

machines

Interpretable a priori Require post hoc explanations

( \ ( \

More Less
—+—+—+—+—1—1 —i l | I
transparent .. N ti transparent
& S & & & & 1o & & & & &
@E}f} Q:?‘% & I\?@@ & ¥ c;?:'c‘ -{E’hﬁ .‘ﬁ@ Er(':“‘& &&‘* Qﬁ%@ G{% k,\.g?'
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Different ways to
improve the

explanation

There are numerous
approaches to extract the
true knowledge from a
predictor / ML model. X[ |

The preference for one option
or another will depend on the
context and the information

Model Black-box Feature
simplification model relevance

x— M, =Y | :>

= (@t .., 2")
X;: input instance

to be extracted. 4%,
In all cases, it should be useful B o
for the expert in making a =
final decision. o e T

P
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WAL Interpretability strategies

~mind’

machines

Top Activating Patches for each
Target Unit

e What changes to apply to change the instance category?
e What was the influence of the feature on the model output?

e |[lustrate variations in the importance of different features, using
color to convey the weight of the pixel in a given prediction

e Patterns detected in an image
e Distribution of features in the dataset

* Generate simple model from original model predictions
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Example of a posteriori explainability

mmmmmmmmm

(a) Heatmap [ 168] (b) Attribution [293] (¢) Grad-CAM [292]

What'’s the What part of an example What regions are
contibution afassh Is responsible for the important for predicting

network activating? the concept?

' ' ?
single pixel [Olah, Mordvintsev, Schubert 2020]
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Al
miIA

machines

d

T
LA .,
o *
2 ;
:
1¥2

£00d «IUPI.Oad

brain
yplems

Global explainability

Examples of explainability

Local explainability

)
=

o IF gender = female

Y AND age > 50 o
< —— » ANDtop_gene =TP53 &
3 THEN TRUE

=

Case: TCGA-OR-A5J1-01

o Cancer type:breast

" Probability:0.85

o Model intercept:0.35

o

® BRCA1 <=3.25

'§ BRCA2 <=7.75

= FLT3 <=7.75

Avg. oncogene score >= 0.035 9%

Md. Rezaul Karim, et al. Explainable Al for Bioinformatics: Methods, Tools, and Applications. Arxiv:2212.13261v1

UNIVERSIDAD 7 23R
DE GRANADA




(e Fﬁciifjfds

gOA‘?sAI@r%'%ad Auditability from “responsability”

mind

* Establishing quantity and quality of training data: biases / parity
(fairness).

* Decentralized Al: Integration of Machine Learning in the Blockchain.
 Control / anticipation of attacks: adversarial machine learning.
 Management of concept drift (data fracturing) within MLOps.

e Establishment of roles associated with the use:
* Designer
* Implementer
* User
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1

Natural

Intelligence vs.

Artificial
Intelligence

o
2

What is ethics:

Ethics in
Artificial
Intelligence

ih.
3

Principles of
Responsible
Artificial
Intelligence

o

4
Artificial
Intelligence
Governance

R

5

Going deeper in
the study areas
on Al ethics

@

6

Summary: Al
implications, Al
for Good,
suggestions




Implications for Artificial Intelligence

macmnés

Trustworthy Al / Ethics / Social good Challenge
e Humans must remain in control

Security and

Of Al control Verification
. | built a wrong Did | build the
* How to design Al systems that system, can | system right?
are beneficial to society and fIXIEe
robust?
* Interdisciplinary research: validity
. . Did | build the correct
economics, law, security, system?

biology, health, among others.
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WA Artificial Intelligence for the good

machines

. Accessibility: equal opportunities for different users
- @ g} y: equal opp

Land: climate, water, agriculture and biodiversity.

Humanitarian: disaster recovery, needs of children, refugees and displaced persons, and

human rights.

Cultural: simple access adapted to classical values.

Health: The initiative will focus on accelerating the search for possible treatments,
increasing what we know about health and longevity, and reducing health inequality.
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i e Short- and medium-term quality control
i issues in machine learning. (Clinical)

mind

machines

Disruptive change

e Has the system been tested in a variety of locations, Black bOX' securlty, automatization

underlying software architectures and populations?
* Training data match what we expect and do not contain e Are the systems predictions interpretable?
iases? : : : :
biases: e Does it produce an estimation of the confidence

e |s prediction certainty communicated to
physicians to avoid automation bias?

e Label quality: “truth” vs. Clinical opinion
e Training set imbalance
e |t is applied to the same diagnosis context

e How is it going to be supervised and mainting to adjust Reinforcement of outdated practices and

the concept drift? i . ..
0 self-fulfilling predictions

Insensibility to impact

e How can be last minute changes adapt in the
e Does the system adapt its behavior when there are high clinical practice?

impact results?

e Can the system identify outlier inputs and adjust its
. confidence consequently

“§@" UNIVERSIDAD
5 z9ke & DE GRANADA

e What aspects of the current clinical practices
reinforces the system?

R. Challen, et al. Artificial intelligence, bias and clinical safei#OlS)
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Final recommendations

mmd

* Use a human-centered design approach: clarity control, diverse use
cases, etc.

e |ldentify multiple metrics in evaluation: metrics for groups, fit for
purpose (false alarms), accuracy vs. ethics metrics.

* Directly examine raw data: irregularities, fairness, etc.

e Understand limitations of data set and model: correlation vs.
causation; scope of training and limitation; communicate these.

* Test, test, test (MLOps): unit test, integration, drift, requirements, etc.
* Monitor and update systems even after implementation.
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Gl I Conclusions and lessons learned

machines

There is a wide range of
techniques appropriate for Al
Ethics. Focus on data
processing

Al Ethics is both a growing
and developing branch.

There is still much debate about
whether to use interpretable
models or to explain black box
models.

While the associated legislation is
still developing, it is appropriate to
adapt to good practice in Al Ethics.
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THANK YOU VERY MUCH FOR YOUR ATTENTION

TO CONTACT ME FOR FURTHER QUESTIONS, PLEASE USE THE FOLLOWING FORM:

Q Main office

ETSIIT, Dpt. CCIA, D16
C/Periodista Daniel Saucedo
18014. Granada

Q Alternative office Phone ad Email / Web
Centro empresas PTS (+34) 958 240 079 alberto@decsai.ugr.es
Av. Del Conocimiento 41, https.//www.dasci.es

18016. Granada
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Towards an Ethical
Artificial Intelligence

Consolidating Transparency,
Fairness and Accountability in
Machine Learning Models
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